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The BTeV Processor Farm


The BTeV DSP farm box is one of the major building blocks of the BTeV trigger.  It is used as the track finder (16 boxes), vertex finder (4 boxes), global trigger (1 box), and possibly the Muon trigger.


A farm box has 128 processors fed from 8 input links via an 8x8 crossbar switch.  The switch is implemented as a switching backplane that accepts DSP “sticks” and link modules.  This packaging style offers several benefits, including:

1) Optimized backplane routing.  The backplane routing fits well with the “star” nature of the crossbar chip.

2) Optimized cooling.  The hot DSP chips are hanging out in space where they are gauranteed to be surronded by moving air.

3) Optimized spending profile.  The bulk of the cost is in DSP chips.  Each DSP chip is placed on its own small (3”x2”) PC-board with a small, low-cost FPGA interface.  This allows the processor choice and purchasing to be delayed as long as possible to take advantage of falling prices and improving DSP capabilities.

4) The packaging is self-contained.  It can fit on a desktop, industrial shelving, or be rack mounted.

Farm Box

Packaging Status:

A physical prototype has been built and is probably laying around somewhere.

Mechanical drawings are at:

  Trigger/design/packaging/rails2.doc
Farm Box Packaging

Switching Backplane

Switching Backplane Layout


The switching backplane contains the 8x8 crossbar switch as well as power distribution and a monitor-and-control node.

Crossbar Implementation:

6x6 Switch chip


The 8x8 switch is implemented with two 6x6 switch chips.  As shown in the diagram, the 4x4 array of local fifos (LF) passes data from 4 input ports to 4 output ports.  The crossover fifos (XF) send and receive data from the partner chip.


The switch operates on packets that are a fixed number of 32-bit words. The packet size is set by firmware and is application specific.  For example, the packet size may be set to 3 words (96 bits) when the farm box is used to process segments from the FPGA tracker.  The packet size may be set to 8 words (256 bits) when used as a vertex processor.  (Since the switch is implemented in an FPGA, more complex packet formats may be supported later.  For now, we are asserting that packets will be fixed length.)


Any 3 bits of the first word in a packet may be used to select the destination address.  Packets with addresses 0 to 3 get routed to the local FIFOs.  Packets with addresses 4 to 7 get routed to the crossover FIFOs.  Packets coming in from the crossover ports will always have addresses 0 to 3 and will be routed to an output port.

Bandwidth Balancing

This switch assumes that packets from any input are evenly distributed to the output ports.  Any 400 MByte/Sec input port sends an average of 50 MB/S to each output port.  The FIFOs must be large enough to hold several packets.  In the real world, the FIFO size is limited by the capabilities of the FPGA, however simulations should be done to determine the effects of FIFO size.  Note that the crossover FIFOs see twice the bandwidth (100 MB/S) of the local FIFOs, so they should probably be twice as large.


There are two mechanisms for preventing FIFO overflow.  Each output port has an arbiter that selects which FIFO sends a packet.  Normally the arbiter selects FIFOs using round-robin priority.  However, if a FIFO becomes more than ½ full, the arbiter gives it twice as much bandwidth as other FIFOs.  If a FIFO becomes ¾ full, it sends a HOLD signal back to the input ports to prevent them from sending any more data.  Likewise, the arbiter receives the HOLD signal from the output port and will stop sending packets when HOLD is asserted.

Status

 
There is an example chip implementation at trigger/design/fswitch/.  This directory contains VHDL source code and an implementation using a Lucent OR3L165B FPGA.  While this could be used in the production system, it is more likely that this should be re-done with an FPGA that has larger FIFOs.  Also, the 400MB/S data ports should probably be implemented with a better signalling technology such as GTL or LVDS.  Xilinx Virtex and Lucent OR4E FPGAs have this capability.

Board-level data transport


The input links are 400 MB/S.  This rate must be transported from the input link chips to the switch and from the switch to the DSP sticks.  There are several ways to implement this.  Each bus is point-to-point with only one driver and receiver, however, they must pass through a backplane connector.  Probably the best technology for this is a 16-bit LVDS link running at 200 MHz.  To conserve pins, it may be possible to implement 8 bits @ 400 Mhz.


Output data from the DSP sticks to the link sticks is 100MB/S implemented as 8 bits at 100 MHz.  This could use LVDS or a low-swing single-ended protocol.

Link Sticks

Link Stick Block Diagram


The link stick consists of four input links, one output link, and an optional L1 buffer module.


A good choice for the link is the Quad-Phy chip made by PMC-Sierra.  This chip has four 1-Gigabit links which can be run independently or ganged together to create a single 4-Gigabit link.  This allows the link stick to be used as 4 high speed inputs or 16 slower inputs.  The FPGA is used to synchronize input data to the local clock, buffer it, and do some minimal protocol translation.

L1 Buffers

Link Stick Layout

DSP Stick Layout


Space is available here for an L1-Buffer module.  It has been requested that L1 buffers be added to the design so that software can read intermediate results of the tracking and vertex finding.  Depending on the size of the L1 Buffer circuit, it can be added directly to the Link stick or can be put on daughter cards.

DSP Stick Block Diagram

DSP Daughter card

DSP Sticks


A DSP stick has 16 DSP slots, a buffer manager FPGA, and a Monitor-And-Control node.  It might also have some power distribution circuitry.

Buffer Manager


The buffer manager is responsible for assigning new events to DSP buffers.  In the trigger prototype a version of this was implemented which used an external cache chip and ran at 50 MHz.  For the production system, the same circuit can be implemented in a modern FPGA with and on-chip cache RAM running at 100 MHz. 

Merge


Each DSP needs a way to send its output back to the link stick.  The aggreagate data rate from all 16 DSPs is 100 megabytes/S.  This is implemented as a common synchronous bus that can be driven by all 16 slots.  The bus is 16 bits wide and runs at 50 MHz.  A simple arbitration protocol is used to select the next bus master.  To transport the data off card, the 16-bit bus is converted to an 8-bit bus running at 100 MHz.

Monitor and Control


A BTeV standard monitor and control node plugs into the far slot on the DSP stick.  This node stores all of the firmware and software that will be put into the FPGAs and DSPs at boot time.  It also provides a path for the DSPs to communicate with the system host.  The DSP-Stick  MAC node is connected to a MAC node that resides on the switching backplane.

DSP Daughter card

The DSP daughter card consists of just a DSP and an interface FPGA.  The interface FPGA is fairly simple.  An example can be found in the  farm interface section of the trigger prototype documentation.
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